
2180 IEEE TRANSACTIONS ON INFORMATION FORENSICS AND SECURITY, VOL. 9, NO. 12, DECEMBER 2014

Investigating the Periocular-Based Face Recognition
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Abstract— This paper introduces a novel face recognition
problem domain: the medically altered face for gender
transformation. A data set of >1.2 million face images was con-
structed from wild videos obtained from You Tube of 38 subjects
undergoing hormone replacement therapy (HRT) for gender
transformation over a period of several months to three years.
The HRT achieves gender transformation by severely altering the
balance of sex hormones, which causes changes in the physical
appearance of the face and body. This paper explores that
the impact of face changes due to hormone manipulation and
its ability to disguise the face and hence, its ability to effect
match rates. Face disguise is achieved organically as hormone
manipulation causes pathological changes to the body resulting
in a modification of face appearance. This paper analyzes and
evaluates face components versus full face algorithms in an
attempt to identify regions of the face that are resilient to the
HRT process. The experiments reveal that periocular face com-
ponents using simple texture-based face matchers, local binary
patterns, histogram of gradients, and patch-based local binary
patterns out performs matching against the full face. Further-
more, the experiments reveal that a fusion of the periocular using
one of the simple texture-based approaches (patched-based local
binary patterns) out performs two Commercial Off The Shelf
Systems full face systems: 1) PittPatt SDK and 2) Cognetic
FaceVACs v8.5. The evaluated periocular-fused patch-based
face matcher outperforms PittPatt SDK v5.2.2 by 76.83% and
Cognetic FaceVACS v8.5 by 56.23% for rank-1 accuracy.

Index Terms— Periocular recognition, face recognition, medical
alteration, plastic surgery, disguise, gender transformation,
hormone replacement therapy, transgender.

I. INTRODUCTION

THE face is the most expressive part of the human body.
From the face one can determine a number of attributes

or characteristics of a person. For example the face conveys
identity, lineage, sex, race, ethnicity, mood, feelings, etc. The
face is powerfully expressive, and hence, it can be challenging
to extract information in a robust and efficient way. Over
the years the face has provided unique challenges to the
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Fig. 1. Sample images of subjects showing their facial appearance before
and after gender transformation (HRT). Row 1 contains pre-HRT images while
row 2 contains post-HRT examples. Subjects have undergone at least 1-year
of hormone replacement therapy (HRT).

biometrics community. These challenges are often described
as A-PIE which stands for aging, pose, illumination, and
expression. There has been a wealth of research conducted
over the last 30 years to resolve these challenges. In this work,
we introduce a very unique challenge, which is recognition
under gender transformation due to hormone replacement
therapy.

Face recognition performance from the Good, the Bad, and
the Ugly problem [9] indicates that more work is needed for
face recognition to address the non-ideal, or PIE, scenarios.
Face verification research in the literature [10]–[12] has
shown that the verification performance decreases with an
increase in the age span between the match pairs, and that the
main–anecdotally derived–causes are due to large facial shape
and texture changes. Coincidentally, changes in facial shape
and texture is also observed for subjects who undergo
gender transformation through hormone replacement
therapy (HRT).

HRT based gender transformation affects face fat distri-
bution thus resulting in changes to face shape and texture.
Reduced fat distribution can allow for fine wrinkles and lines
to become prominent whereas an increase in fat distribution
stretches the dermis thereby reducing the prominence of
wrinkles and lines. For example, female to male gender trans-
formation causes the face to become more angular (masculine)
by reducing the fat distribution in the face. (The reduction in
fat cells is caused by a shrinkage of the cells not an eradication
of the fat cells.) In addition, the skin is either thinned (male
to female) or thickened (female to male), thus introducing
texture variations to the face region. It has also been shown
that the factors influencing skin aging process are significantly
improved as a result of HRT [13]. The result of HRT gender
transformation is an increase in the within-class variation and
reduction in between-class variation.
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Fig. 2. Similarity scores (from PittPatt v5.2.2 SDK) indicating performance degradation as the subject goes through hormone alteration for gender
transformation. X-axis shows the nth image matched to the original (pre-HRT) and Y-axis is the normalized similarity score. (A) Subject A. (b) Subject B.
(c) Subject C. (d) Subject D.

It can be argued that gender transformation can be con-
sidered a variant of face disguise, however, disguise falls
under the broader category of biometric obfuscation [17],
which refers to the deliberate alteration of the face for the
purpose of masking one’s identity. Transgender persons do
not undergo HRT for the purpose of biometric obfuscation,
however, the question that still remains is, “will someone use
HRT for the purpose of masking or creating a new identity?”.
The juror is out, but researchers will now have data with
which they can use to develop face matching systems for this
disguise variant. One has to only review Figure 2 to ascertain
the problem presented by gender transformation. The figure
clearly illustrates reduction in similarity score over the course
of time (HRT). This graphic was obtained by comparing the
first image in the sequence to the remaining images of the
person as they under went HRT for a period of several months.
The similarity scores are obtained using the Pittsburgh-Pattern
Face Recognition SDK v5.2.2, PittPatt SDK, [34]. It is clearly
evident that the similarity between the images of the same
subject decrease indicating an increase in the within-class
variation. Hence, a recognition/verification system should take
into account the variations caused by gender transformations
or gender invariant features of the face in order to provide
better recognition performance.

The problem of face recognition across gender transforma-
tion is unique and different from other medical alterations
such as plastic surgery. Although, it seems that both HRT and
plastic surgery introduces texture and shape variations to the
face, the facial changes that are introduced by these two are in
contrast with each other owing to their significant difference.

In plastic surgery, the skin textural changes are attributed
and can include either, or in some cases both, surgical removal
of facial scars, acnes, or skin resurfacing. The visible signs of
aging such as sagging in the middle of the face, deep creases
below the lower eyelids, deep creases along the nose extending
to the corner of the mouth, etc. are removed surgically through
face lift and brow lift procedures and more recently with a
combination of fat injections to the fat padding that exists
below the muscle. The recent trend in enhancing (enlarging)
fat padding produces is more natural face alteration. In HRT,
the skin textural changes are attributed to either loss or gain
of fat distribution in the face. The reduction of fat distribution
results in a more angular, masculine, face near the cheek
and jaw line and also allowing for fine wrinkles and lines to
become more prominent, thus changing the texture patterns of

the face. Also, the thinning/thickening of the skin and changes
in the level of hormones in the aging process influence the skin
textural changes.

Facial shape changes due to plastic surgery can be
introduced to the face components such as forehead, eyelid,
nose, chin, lip and ears. These face components are either
reshaped or restructured through surgical procedures causing
an overall shape change to the face and local texture changes
around the face component.

It is to be noted that HRT introduces wrinkles and lines
in the skin in contrast to the plastic surgery, which tries to,
removes them. Also, the shape changes due to HRT are mainly
due to changes in the fat distribution, while in plastic surgery it
is due to surgical procedures. Individuals undergoing HRT may
also undergo surgical procedures for changes in their facial
appearance, thus rendering the problem of face recognition
across HRT to be unique and much difficult than individuals
undergoing surgical procedures only. Aggarwal et al. [14],
from their experimental evaluation have shown that the recog-
nition accuracies from each individual face components were
much lower when compared with the full face. This clearly
indicates the significant shape changes of the face components
before and after the surgery. Also, Liu et al. [38] have
shown that the best performance is achieved in identifying an
eyelid surgery indicating the fact that the eye region undergoes
significant changes in plastic surgery. This is in contrast with
the primary assumption in our work that the periocular region
is invariant to changes due to HRT.

Despite the high adoption rate of face recognition for a
number of security and consumer applications, face recog-
nition under gender transformation has not been researched
by the community. This paper introduces the problem of
face recognition under the presence of this new covariate,
gender transformation. Gender transformation occurs by down
selecting the natural sex hormone of a person in replacement
for its opposite. This is known medically as hormone replace-
ment therapy; however, more broadly this can be described as
hormone alteration or medical alteration. A face component-
based recognition framework is proposed in a hope to improve
the recognition performance. The face component framework
has been selected to explore regions of the face that may
be resilient to the face alterations caused by this medical
procedure. The authors hypothesize that components will out
perform full face as these components may undergo signif-
icantly less changes than the sum of their parts, full face.
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Fig. 3. Illustration of the component-based recognition framework used for this work.

Further, the authors believe that the periocular region, which
is anchored by the eye orbit and brow ridge, absent of fat
paddings (exception, fat pads around the eyeball), and where
the epidermis, skin, is sufficiently thin for both male and
female, will be sufficiently stable as compared to the nose,
mouth, or full face. Figure 3 shows the framework proposed
in this work.

It is to be noted that the periocular region as defined in this
paper refers to the region that includes the eyes, the eyebrows,
and the periorbital region (soft tissue region contained around
the eye-orbit). The framework is evaluated with a transgender
dataset (organized by the authors) consisting of images of
38 subjects taken under unconstrained environment across time
and gender transformation. This work extends the conference
version [35] by dramatically increasing the number of subjects
and investigating the full spectrum of the major face compo-
nents. The source of the images comes from YouTube©videos.
The images are extracted from frames of video sequences and
only those frames that present a frontal face, where the face
is the dominant object in the frame. Figure 1 show sample
images from the dataset. It is unknown whether these subjects
have undergone facial surgery in addition to HRT. In addition
to these variations, the images include other covariates such
as pose, expressions, illumination, aging, makeup, etc. that
are not expressly handled in this research work. Unlike other
works [15], [16], [37], this work aims at investigating the
authors hypothesis’ that face components will outperform
full face, and more particular, that the periocular region will
outperform all face components, and finally, that the periocular
using simple texture features will dramatically outperform the
selected Commercial Off The Shelf Systems (COTS).

A. Contribution

The key contributions of this paper are as follows.
• To extend the work performed in the conference

paper [35] and hence, the hypothesis. In [35] the authors
theorized that eyes of an HRT transgender would demon-
strate less changes than the full face when measured

through the lens of texture-based face matchers. This
work examined the major face components against each
as well as against the full face to determine areas of
resilience. Further, the number of subjects were more than
doubled.

• A challenging dataset that includes more than 1.2 million
face images of 38 subjects (an extended version of the
dataset used in [35] that spanned several months to
three years. The dataset by itself includes complexities
from the aspects of A-PIE, occlusions, weight loss/gain,
and more important the gender variations.

• The detailed analysis is performed from the perspective
of both medical (anatomy) studies and through extensive
experiments. The medical study analyzes the facial dif-
ferences between male and female, the facial changes due
to hormonal changes, and the feasibility of the periocular
region as an HRT invariant feature.

• An extensive set of experiments under different scenar-
ios using three feature descriptors on the various face
components and the full face are performed. Additional
experiments were performed to understand the effect
of pose on the performance of the matchers. The sta-
tistical significance of the dataset and the recognition
results is provided through appropriate tests. In this
work, we also provide comparison on the recognition
performance of the periocular region with the commercial
face recognition systems PittPatt v5.2.2 [34] and Cognetic
FaceVACS v8.5.

The remainder of this paper is organized as follows.
In Section II, we provide a detailed anatomical analysis on
the feasibility of the periocular region as a useful biometric
trait for recognizing individuals undergoing facial changes due
to HRT. In Section III we detail our protocol in the extraction
of frames and our approach for aligning and extracting features
from the periocular region and other face parts. In Section IV
discusses in detail the face-based recognition experiments
(both closed set and open set recognition) using the peri-
ocular region representations. Results from experiments on
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Fig. 4. Male (left) and female (right) skulls showing the difference in the
glabellar region.

face images with orientation changes and occlusions are also
detailed and discussed. Statistical analysis of the experimental
results are also discussed in this section. Finally, in Section V,
the results are summarized and the potential use of the
periocular region in practical applications is discussed.

II. ANTHROPOMETRY ANALYSIS ON FEASIBILITY OF

PERIOCULAR REGION

The difference between females and males in terms of
body size and morphology is traditionally known as sexual
dimorphism, and is pertinent to both soft tissues (skin and
muscles) as well as hard tissues (skeletal elements). Here,
the aim is to provide a description of sexual dimorphism in
the adult facial skeleton, followed by a consideration of the
question of the effects of hormonal changes on these bony sex
differences. Specifically addressed are the changes, if any that
occur during the transsexual change process when a female
shifts to male and when a male shifts to female through the use
of hormone supplementation. Finally discussed is the finding
that most facial changes evident in transsexual individuals are
manifest largely through artificial augmentation of the face
(i.e., plastic surgery).

A. Facial Skeleton Sex Differences

In general, females are typically described as gracile relative
to males, who are usually more robust. The terms gracile
and robust in biological anthropology and human osteology
refer to muscle mass linked to the bony features to which
the muscles attach. That natural muscle mass tends to differ
between females and males, simply due to biology/genetics,
means that the female skull, for example, is characterized by
more gracile features, while the male skull is more robust.

The primary differences between the male and female skulls
appear at the forehead region, the superior rim in the eye
orbital region, the cheek bones, and the chin. Females are
characterized as having a more vertical forehead than males,
whereas males’ frontal bone tends to slop slightly posteriorly.
Further, the supraorbital brow ridge (the “bump” of bone just
superior to the eye orbits) is robust in males, and either gracile
or virtually absent in females [22]. This sex difference is best
seen in from a lateral view (Figure 4).

The superior rim in the eye orbital region, known as the
superior orbital margin, is regarded as thin or sharp for females

and thick, blunt, or round for males [22], [23]. Moreover
Dempf and Eckert [24] noted that in females the orbits
appear larger and are higher up on the face. In the malar
or cheek region, the male malar (zygoma) or cheekbones are
more robust. But, they have a flatter appearance than in the
female. Thus, when viewing the face, females seem to display
more prominent cheekbones [29]. Thus, the prominent facial
differences between male and female is characterized at the
forehead and the jaw region, when viewed from the frontal
view.

B. Hormonal Influence on the Female and
Male Facial Skeleton

A comprehensive review of the literature yielded a paucity
of studies indicating the effects of hormone therapy on adult
facial skeletal remodeling. Although the circulating levels of
testosterone and estrogen are often assumed to be associated
with the masculinity and feminity, there is not much empirical
evidence to verify this notion. A study [25] on judging the
level of masculinity using the digital composites of men
known to have high and low testosterone levels showed that
the participants identified high testosterone faces as more
masculine 53% of the time.

Estrogen is known to play a role in skeletal maturation
and resultant adult bony proportions [26]. However, other
hormones, such as Human Growth Hormone (HGH) and
insulin-like growth factor, contribute to normal craniofacial
and dental growth and development [27]. Becking et al. [28]
explained that the role of hormone therapy in initiating the
transsexual change process in adults, from male to female,
results in changes to body hair, breast size, the appearance
and texture of the skin, distribution of body fat, and the size
and function of the reproductive organs. And, while androgens
are largely known to have a greater impact on overall bone
mass than estrogen [29], and are tied to improvements in
visual memory [32], while vascular function improves in
male-to-female transsexuals supplemented with estrogen [33],
no further information could be found on the facial skeletal
effects of androgen or estrogen increases or decreases in the
male-to-female or female-to-male transsexual process.

Other studies ( [3], [4]) addressing the role of hormones
on adult facial appearance due to hormonal changes, discuss
the soft tissue changes, with no mention of body remodeling.
Much of the literature on changes in facial appearance in
transsexual individuals reports the changes as surgical changes.
These surgeries involve changes such as forehead reduction
and remodeling, adjusting the hairline via scalp advance,
eyebrow lift, rhinoplasty (shaping the nose), bimaxillary
osteotomies (removing bone from the cheek area), cheek
implants (fat pads), genioplasty (chin reduction), mandibular
angle reduction, lip enlargement, and thyroid shave to reduce
the Adam’s apple ( [28], [29]).

The above findings suggest that the sex differences in
facial appearance are mainly in the forehead, jaw, and the
cheek bone region of the face, and that these changes are
largely derived from surgeries. It is to be noted that the
periocular region remains robust to hormonal changes over
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Fig. 5. Sample frames of a subject extracted by the ffmpeg decoder.

time and hence, can be considered as a reliable biometric
trait in identifying individuals undergoing medical alterations.
In addition, the structural complexity of the face changes over
time in terms of color, texture, and shape, while the periocular
region undergo minor variations over time in terms of shape
and the spatial location of the eyes [21]. Also, the periocular
region of the human face includes the most dense, complex,
and discriminative features of the face such as contour, eyelids,
eyebrow, etc. making it suitable for it to be considered as a
robust biometric trait.

III. FACE COMPONENT EXTRACTION AND

REPRESENTATION

The extraction of the eyes, nose, and mouth regions from the
video sequences and its representation involves the following
steps:

• Extraction of frames with valid face images from the
video sequences.

• Alignment and cropping of the face components by
registering the face image using the eye center
coordinates.

• Representation of the face components using TPLBP,
LBP, and HOG feature descriptors.

This section provides details of each of these steps in the
extraction and representation of the eyes, nose, and mouth
regions from a face image. Figure 3 shows the framework for
face component extraction and representation of a face image.

A. Face Image Extraction

Face image extraction from real world videos has been a
challenge to the face recognition community as the videos are
taken under uncontrolled conditions such as variations in pose,
expressions, illumination, and occlusions. These variations
need to be considered in order to evaluate the robustness of any
face recognition framework. It is also necessary to include a
standard protocol in the frame extraction and processing steps,
so that a fair comparison of the performance of various face
recognition algorithms on the same dataset can be evaluated.
In this section, we present a protocol that utilizes standard
techniques to extract face images from the video frames.

The frames from the video sequences are extracted using the
ffmpeg decoder at the rate of 29.3fps, which is the standard for
video sequences. Figure 5 shows sample frames extracted by
the ffmpeg decoder. The frames illustrate the challenges such
as pose variations, expressions, frame transitions, illumination

variations, and occlusions. Face detection is then performed
using the Viola-Jones face detector [20] as implemented in
OpenCV v2.4.6. The frames that were not detected by the
face detector are discarded. It is to be noted that the face
detector generates false positive-detects a face when there is
not one-as well as false negatives-misses a face when it is
present in the frame. In order to eliminate the false positives
the frames undergo a second detector; this detector is an eye
detector [1]. The frames in which no eyes are detected are
discarded during the second pass as not containing a face. This
process is efficient as it offers the detection of eye-coordinates
from the face images as well as detect the false positives.

B. Alignment and Cropping

The alignment of the face region is performed using the
eye-center coordinates extracted by the eye detector [1]. The
alignment and cropping of the face components are achieved
by means of geometric normalization. The coordinates of the
eye centers are used to scale, rotate, and crop the face to a
set size. These geometric transformation are performed such
that the centers of the eyes are horizontally aligned and placed
on standard pixel locations thereby maintaining a pseudo fix
interocular distance.

Once the face image is aligned the components of the
face can be obtained by defining a cropping boundary using
the standard eye center locations. Cropping of the left and
right periocular region is accomplished by defining a cropping
boundary around each eye center. Consider the face on an
xy-plane. The bounding box is created by fixing a ratio of
distance for the height and width of the eyes from the eye
center coordinates. The nose and mouth region are defined by
a cropping boundary whose width is the distance between the
two eye centers and the height being 60 pixels. The height of
the nose is measured from the horizontal line that connects the
two eye centers and the height of the mouth is measured from
the height of the nose. The extracted face component images
are then resized to 64 × 64 pixels.

C. Representation

The aligned and cropped periocular images are repre-
sented individually using the Three-Patch Local Binary Pat-
terns (TPLBP) [7], Local Binary Patterns (LBP) [6], and
Histogram of Oriented Gradients (HOG) [5]. While the LBP,
and HOG are pixel based feature descriptors, the TPLBP is a
patch-based feature descriptor that extracts features from local
patches around a central patch. The descriptor from each patch
is concatenated to form one global descriptor for the entire
image.

The TPLBP is a variant of LBP, where a central patch
encompassing a pixel location at its center is compared with
its neighboring patches to generate the feature descriptor. The
TPLBP descriptor is produced by comparing the values of
three neighboring patches to produce a single bit value in
the descriptor code. For each pixel in the image, a patch
of size w × w centered on the pixel, and S neighboring
patches uniformly distributed in a circle of radius r around it
considered. Two neighboring patches that are α patches apart
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Fig. 6. Figure shows the computation of the three-patch LBP. (a) Three
patch LBP. (b) Three patch LBP code computation.

are compared with the center patch and the descriptor code bit
is set based on the neighboring patch that is more similar to
the center patch. The TPLBP code is given by the following
formula:

TPLBPr,m,w,α(p) =
S∑

i

( f (d(Ci , Cp) − d(Ci+α mod m , Cp))2i

(1)

where Ci and Ci+α are two patches along the ring and
Cp is the central patch. The function d(., .) is any distance
function between two patches (e.g., L2 norm of their gray
level differences) and f is defined as:

f (x) =
{
1 if x ≥ τ
0 if x < τ

(2)

where τ is set to a value slightly larger than zero in order to
provide stability in uniform regions [18]. Figure 6 shows the
computation of TPLBP code for a pixel.

Patch-based approaches have been shown to provide
state-of-the-art capabilities in similarity learning of faces and
of general images [19]. While LBP and TPLBP are, by
design, more robust to photometric changes than HOG, being a
gradient based representation, is robust to additive photometric
changes, whereas both LBP and TPLBP are robust to any
monotonic photometric transformation. All three are similarly
robust to pose changes as all three pool values in spatial
histograms. The advantages of these descriptors is that they are
more discriminative since they operate on patches of images
and hence can capture subtle texture changes well.

IV. EXPERIMENTS

The following experiments were designed in order to
investigate the effectiveness of the component-based repre-
sentation, and ultimately periocular-based, in face recognition
of subjects undergoing HRT. The primary baseline for these
experiments is a holistic face representation. In this paper,
“holistic face representation” refers to the features extracted
from globally aligned full face image, which is the most com-
mon approach used by face recognition systems. Recognition
experiments on the extended transgender dataset individually
and combined with the LFW dataset [36] are also performed.

The cropped images undergoes a noise removal stage, where
the Wiener filter [8] is applied. No other preprocessing is

included, that is we don’t attempt to correct for pose, or per-
form any advanced illumination mitigation, etc. The TPLBP,
LBP, and HOG face representations are then computed using
the aligned, cropped face image. A radius of 1 and a neigh-
borhood size of 8 pixels is used for both TPLBP and LBP.

A. Dataset

To the best of our knowledge, there exists no dataset in the
literature that includes images of a subject taken during the
period of gender transformation. Hence, we collected these
images from YouTube©videos that are compilations of the
images taken during various time periods of the gender trans-
formation as reported by the content uploader. It is unknown
whether the subjects also went through a surgery in order to
alter the face further. The images of the subjects span across
years with a minimum of one year. For example, in one case
it was a picture a day for three years and in others it was a
picture a week or a random sampling over a year or more. The
transgender dataset, as we call it includes more than a million
extracted face images of 38 subjects . The complexity of this
dataset can be clearly seen from the recognition performance
of the COTS system (see figure 2). Figure 1 shows sample
images of subjects before and after the transition.

B. Experimental Setup

This section details the experiments conducted to inves-
tigate the advantages of periocular-based representations, as
opposed to the holistic representations. Both identification
(1:N matching) and verification (1:1 matching) experi-
ments are performed for the component-based and holistic
representations.

For the component-based verification experiments, feature
vectors are extracted using TPLBP, LBP, and HOG feature
descriptors and individually applied to the aligned and cropped
left, right periocular, nose, and mouth regions. The similarity
between two feature vectors is measured as the Euclidean dis-
tance between two feature vectors. For the task of verification,
two images are considered to be from the same subject if
the Euclidean distance between their feature vectors is below
a threshold a set value. The normalized Euclidean distance
is converted to a similarity score by simply subtracting the
distance from one. The periocular region is measured from
the viewers perspective and not the subjects, i.e. the right
periocular is the subject’s left eye-region and the left periocular
is the subject’s right eye region. The fusion of the left and
right periocular region is performed at the score level, which
is obtained by a weighted combination of the similarity scores
from the left and right periocular region. The following weight
factors were used for this work; left 0.7 and right 0.3. The
optimal value for the weight is determined from the scores
obtained from our experiments for the left and right periocular
regions. The authors would like to note that this body of
work is not focused on optimizing the performance of the
approaches discussed, and hence, the authors did not investi-
gate the best distance metric to use or the best fusion method.
The Euclidean distance and the binary-weighted score-level
fusion was chosen for their simplicity.
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TABLE I

COMPONENT-BASED FACE RECOGNITION. TABLE SHOWS RANK-1 RECOGNITION ACCURACY

OF VARIOUS DESCRIPTORS ON THE TRANSGENDER DATASET

The verification performance is measured in terms of
the Receiver Operating Characteristic (ROC) curve, False
Acceptance Rate (FAR) as the x-axis and the True Acceptance
Rate (TAR) as the y-axis. The verification rate is also measured
in terms of Equal Error Rate (EER), which is defined as the
error rate when FAR and TAR is equal.

In addition to verification experiments, identification exper-
iments were performed for both the closed and open set
scenarios. The closed set identification was setup as follows:
the gallery is constructed from the first (youngest temporally)
one-third of images of each subject. The remaining two-thirds
of the subject is used as probes.

C. Identification Results

The component-based recognition is performed using the
extracted gallery and probe sets from the verification exper-
iment. Euclidean distance measure is used to compute the
match score between a pair of images and the pair with the
least distance score is determined as the match. A similar
matching procedure is followed for full-face and score level
fusion approaches.

The rank-1 recognition accuracy for all the approaches is
shown in Table I. The results are consistent with the assump-
tion that the periocular region is the most discriminative
feature. However, it is to be noted that the performance is
significantly affected by the presence of other factors such
as illumination and occlusions. The poor performance of the
nose and mouth region may indicate that these face areas are
subject to more changes due gender transformation. Of course,
PIE does play a role for these regions, but, PIE is also
associated with the periocular region. It is important to note
that the very simple fusion approach used works well–results
in a higher performance score than the individual periocular
components—in some scenarios and not so in others. Again
this work is not focused on optimizing the simple texture
approaches for face matching but, rather to demonstrate that
the selection of the appropriate face regions and a good
feature representation can vastly out perform commercial face
recognition engines.

The superior performance of the fused approach over the
baseline (full face) and other face component representations
is likely due to several factors. One of these factors is the local
alignment of the periocular region using the eye centers, which
results in a better localization of the region of interest as the
Viola-Jones detector used has significant variability between
face images of congruent quality. It has been demonstrated
that eyebrows are very discriminate. Hence, focusing on the
eyes, eyebrows, and the region around it with the highest
degree of inter-personal variations improves the recognition

Fig. 7. Examples of face images from the Transgender database in which
poor performance was obtained by the periocular-based approach proposed in
this paper and the holistic approach. Image on the left shows the face before
HRT transformation. Top row shows examples of poor performance by the
holistic approach and bottom row shows examples of poor performance by
the periocular-based approach.

TABLE II

NON-PARAMETRIC VALUES FROM THE KRUSKAL WALLIS H TEST

accuracy. Prior work in cognitive and face recognition has
indicated that the nose and mouth are also facial features with
high discrimination, however, the mouth is highly deformable,
which negatively affects discrimination [30], [31], [35]. The
other discriminable features of the face (nose, mouth, etc.)
shows significant variations with medical alterations, gender
variations, etc.; hence in this scenario, these features of the
face contain considerably less discriminative information. This
is also evident from the recognition accuracies from the nose
and mouth region. In addition, the parameters of the feature
descriptors is an additional factor to be considered that can be
tuned for better description of the periocular region.

Figure 7 displays face images in which both the
periocular-based approach and the holistic approach performed
poorly. As the figure illustrates these images of failures
(from the periocular-based approach) have high degrees of PIE
(either pose, illumination, and/or expression). This highlights
an inherent problem with the periocular approach used in this
work, which has to deal with out-of-plane rotation. Further,
this figure shows that the holistic failure modes tend to occur
when the face becomes more transgendered.



MAHALINGAM et al.: INVESTIGATING THE PERIOCULAR-BASED FACE RECOGNITION 2187

TABLE III

OPEN SET RECOGNITION. TABLE SHOWS RANK-1 RECOGNITION ACCURACY

OF DESCRIPTORS ON THE TRANSGENDER+LFW DATASET

D. Statistical Analysis

In order to illustrate the statistical significance of the
recognition results, Kruskal Wallis H-test was conducted on
the rank-1 recognition accuracies of the periocular region
individually compared with other face components and the
full face region for all the three descriptors. The rank-1
recognition accuracies for each video sequence (the rank-1
accuracy of each frame of the video sequence and for a total
of 38 videos) were computed for each descriptor and used
for the test. Table II shows the values of H, p-value, and the
degrees of freedom for each of the descriptors. The p-values
from all the comparisons (Periocular Vs Nose, Periocular Vs.
Mouth and Periocular Vs Full Face) shows the significance
of the periocular region as a useful biometric trait when
compared with other face regions. The strongest presumption
against the null hypothesis occurs for the comparison of the
periocular region vs. full face region. This clearly shows that
the periocular region can provide superior performance than
the full face with the presence of gender variations.

E. Open Set Recognition

It is important for any face recognition system to reduce
the risk of false positives during the recognition process. Most
of the recognition systems focus on closed set recognition in
which every class that is being tested is known to have a
representation in the gallery. However, real world scenarios
involve open set recognition that is most prominent with
unknown classes. In order to show the robustness of the
proposed approach in reducing the number of false positives,
an open set recognition experiment was performed. It is to be
noted that a general open set recognition experiment involve
unknown classes in the probe set and known classes in the
gallery set. The terminology open set recognition used in this
work represent the experiment that included a gallery set with
both known and unknown classes and the system was tested
using the known classes (images from the transgender dataset).
The prime motivation behind such a setup is to determine
whether the known classes from the probe set are matched
accurately to the known classes in the gallery.

The gallery included 1068 images of 400 subjects from the
LFW dataset [36] in addition to the set of images from the
transgender dataset (gallery set from the close set recognition).
The probe set from the closed set experiment was used as the
probe set for the open set experiment. The images from
the LFW dataset were preprocessed with the same technique
(1. eye center detection using PittPatt SDK, 2. face image
alignment using geometric normalization) used to preprocess
the images from the transgender dataset. This ensures that the

face components are fairly extracted from both the datasets.
Table III shows the recognition accuracies from all the face
components and the holistic approach for all the descriptors
in this experiment.

It is to be noted, that there is a degradation in the perfor-
mance of the open set recognition when compared with the
closed set performance, which is to be expected. However,
this performance variation is insignificant in the case of
periocular fusion and full face approaches for the TPLBP
descriptor. This indicates that complex feature representations
can effectively capture the discriminative features of the face
and thus improve the recognition performance. One interesting
observation is that there is insignificant variation in the per-
formance for both the open set and closed set recognition for
the mouth region from all the descriptors. This could be due
to the fact that the mouth region provides less discriminative
features (thus giving low recognition rates) and hence resulting
in a simple feature vector for most of the images.

F. Verification Results

The motivation behind the verification experiments is to
study the effectiveness of the component approach to that
of the full face in verifying the identity of subjects across
their gender transformation period. Operationally one could
consider a scenario in which a transgender person could cause
a false non-match with an official identification document,
e.g. drivers license, passport, or national identification card.
Should a transgender person be required to update their
official identification documents? If so, when? Who is
responsible for enforcement of the update?

The gallery and probe images from the identification exper-
iment are utilized for the verification experiment. The task
of verification is performed by categorizing a pair of images
as intra-personal (belonging to the same subject) or extra-
personal (belonging to different subjects). Each probe image
is matched with the gallery images and a similarity score is
obtained. Each image pair is determined to be an intra-personal
pair, if the similarity score is higher than a pre-determined
threshold. Otherwise, the image pair is determined to be extra-
personal.

Figure 8 shows the verification performance of the peri-
ocular based fusion approach and the holistic approach.
Table IV shows the EER (equal error rates) for the left, right,
periocular fusion, and holistic approach. From the results it
is evident, that the performance of the proposed approach
(periocular-based fusion) is better than the holistic approach.
This indicates the potential use of the periocular region as a
biometric trait in scenarios where the full face is not available.
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Fig. 8. ROC curves, performance of the components and the holistic approach against the simple descriptors. (a) TPLBP. (b) LBP. (c) HOG.

TABLE IV

EER FOR COMPONENTS AND FULL FACE. TABLE SHOWS THE MEAN EER ACROSS ALL SUBJECTS

TABLE V

COMPONENT-BASED FACE RECOGNITION. TABLE SHOWS RANK-1 RECOGNITION ACCURACY

ON TRANSGENDER DATASET UNDER POSE VARIATIONS

Fig. 9. ROC curves showing the verification performance of the component-based and the holistic approach under pose variations using three feature
descriptors. (a) TPLBP. (b) LBP. (c) HOG.

An interesting aspect with the results is that the left perioc-
ular region (from the user’s perspective) performs better than
the right and the score based fusion for all the descriptors. This
indicates that these descriptors captures side based information
from the periocular region. This could also potentially indicate
the discriminative power of the left periocular region than
the right one. However, there exists no evidence in cognitive
science and anthropology that indicates this discrimination
between the eye regions. In addition, this also likely indicate
the rotation invariance property of the LBP that compensates
for variations in pose between the eye regions.

G. Robustness to Changes in Facial Pose
Current face recognition systems face challenges from

images with significant variations in pose, illumination, and
expressions. The state of the art systems perform well under
controlled conditions where the above mentioned variations
are eliminated from the images, either during acquisition or
in preprocessing with illumination mitigation and expression
and pose re-projections. This section aims at demonstrating the
capability of the periocular-based region in performing well
under the presence of facial pose variations as compared to
the other components and full face.
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TABLE VI

COMPONENT-BASED VERIFICATION AND FULL FACE VERIFICATION RESULTS UNDER POSE VARIATIONS.

TABLE SHOWS THE AVERAGE EER

TABLE VII

COMPONENT-BASED FACE RECOGNITION. TABLE SHOWS RANK-1 RECOGNITION ACCURACY OF VARIOUS DESCRIPTORS

ON THE TRANSGENDER DATASET UNDER NO POSE VARIATIONS

TABLE VIII

COMPONENT-BASED VERIFICATION AND FULL FACE VERIFICATION RESULTS UNDER NO POSE VARIATIONS.

TABLE SHOWS THE AVERAGE EER

The same alignment procedures were used as above. The
gallery includes images with both frontal and off-pose images
and the probe is divided into two sets, 1) images with pose
variations and 2) images with no pose variations. The pose of
the face image, and hence, the face components is determined
using the PittPatt SDK v5.2.2 [34]. Both face verification and
identification experiments are performed on the two sets.

The rank-1 recognition rates for the probe with pose vari-
ations are shown in the Table V and Table VII shows the
rank-1 recognition rates for the probe with no pose variations.
The EER rates from the verification experiments with and
without pose variations are shown in Tables VI and VIII,
respectively. Figures 9 and 10 show the ROC curves obtained
for the periocular based approach and the holistic approach
for all the descriptors with and without pose variations,
respectively. From the recognition rates it is evident that
the pose variations cause insignificant differences with per-
formance of the TBLBP periocular-based approach. This
insignificant variations in performance is likely due to several
factors. First, the gallery includes both frontal and non-frontal
pose images that can match with the probe. However, it is
to be noted that not all pose variations are included in the
gallery and hence the insignificant variations in performance is
attributed to the robustness of the periocular region. The local
alignment of the eye region also contributes toward an accurate
alignment and extraction of the periocular region improving
the recognition performance.

It can be seen that there is some asymmetrical performance
difference between the left and the right periocular regions for
all the descriptors. This phenomenon is seen in many, if not all,
periocular work. An exact understanding of this phenomenon
is not in the scope of this paper, however, the authors suspect
that the difference is a result of the algorithms and the starting

position of analysis. Also, the impact of pose variations can
be seen in the performance of the holistic approach when
compared with the periocular-fusion based approach. The
effects of pose variations on other face components can be
clearly seen from their respective performances.

It is to be noted that the performance of the nose and
mouth regions of the face under pose and no pose variations
is lower when compared with the periocular region as well as
the holistic approach. This indicates an significant influence
of the pose variations on these face components in the name
of occlusions and shape variations. In addition, it is to be
noted that the performance of these face components under
no pose variations is also lower when compared with the
periocular region. One possible reasoning is due to the dearth
of discriminative features available from the nose region unlike
the periocular region and the presence of expressions for the
mouth region that changes their shape significantly.

H. Comparison With COTS Systems

In order to illustrate the performance of COTS sys-
tems on the transgender dataset, recognition experiments
were performed on the extended transgender dataset using
PittPatt SDK v.5.2.2 and Cognetic FaceVACS v.8.5. The
gallery and probe set from the closed set experiment explained
in section IV-C are retained for this experiment. However,
the full face images were used for training and testing the
COTS systems, while the aligned periocular images repre-
sented using the TPLBP descriptor are used to test the pro-
posed system. The aim of this experiment is to determine how
well the COTS systems can identify an intra-personal (images
from the same subject) pair of images. Hence, the gallery
and probe of the same subject were matched to determine
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Fig. 10. ROC curves showing the verification performance of the component-based and the holistic approach under no pose variations using three feature
descriptors. (a) TPLBP. (b) LBP. (c) HOG.

Fig. 11. Comparison of similarity scores from the COTS systems (PittPatt SDK v5.2.2 and Cognetic FaceVACS v8.5) and TPLBP periocular fusion. Figure
shows the average similarity scores for (a) FaceVACS, (b) PittPatt, and (c) TPLBP respectively. X-axis shows the nth image matched to the original (pre-HRT)
and Y-axis is similarity score. The std. deviation of the scores from all the videos are shown as the errors bars.

the similarity scores from the COTS systems. These similarity
scores can represent the robustness of the COTS systems in
matching the images of the same subject across age and gender
variations.

Table IX shows the recognition accuracies from the
COTS systems and the proposed periocular-based fusion
approach. It is to be noted that the performance of the
proposed approach is superior than both the COTS systems.
This clearly shows that the existing face recognition systems
may fail or perform poorly on challenging datasets that include

TABLE IX

RANK-1 RECOGNITION ACCURACIES FROM THE COTS SYSTEMS AND

THE PROPOSED APPROACH ON THE EXTENDED TRANSGENDER DATASET

medical alterations. On the other hand, it is also evident that
the periocular region can provide robust description with
much complex descriptors and hence improved performance.
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Figure 11 shows the similarity scores obtained for the COTS
systems and the proposed approach. The similarity scores from
the COTS systems indicate the significant facial variations
across HRT resulting in a poor performance by these systems.
Also, it is to be noted that these scores are much lower than
the threshold level (50% chance), unlike the periocular-based
fusion approach. The scores from the proposed approach tend
to increase besides facial variations during the course of HRT,
substantiating the invariant nature of the periocular region to
these changes.

V. CONCLUSION

The motivation behind this work is to demonstrate the
reliability and robustness of the periocular region based repre-
sentation in automated face recognition on subjects undergoing
gender transformation using hormone replacement therapy.
The potential of the periocular region is studied through
various recognition and verification experiments on a chal-
lenging dataset and performance comparisons with COTS sys-
tems. Indeed, face recognition accuracies of the proposed
periocular region based representation greatly exceed the
accuracies obtained using the other face components and
holistic representations. In addition, more precise approach
for the periocular region alignment extends the possibility
of improving the recognition accuracy of a recognition sys-
tem. Further, this work demonstrates that the periocular is a
much better region for face matching than the other major
components as well as the full face, at least for this problem
domain.

This work has demonstrated that simple texture features
combined with a naive fusion for the periocular can be a
formidable face matcher. So, formidable that it outperforms
the COTS systems used as a baseline. Performance improve-
ments were seen of 76.83% and 56.23% for rank-1 accuracy
over PittPatt SDK v5.2.2 and Cognetic FaceVACS v8.5
respectively.

Further this work crystalizes the problem of HRT based
medial treatment on the face, illustrating that the impacts of
this treatment fundamentally disrupts face recognition engines.
This disruption occurs quit earlier in its use, i.e. the COTS face
matchers began to fail after only a few months. It is further
believe by the authors that the changes, at least, for the short
term use are reversibile. That means that some enterprising
spoofer could self medicate with hormone drugs to fool a face
recognition systems whether for access control or to gain entry
to a foreign country.

In conclusion, we have demonstrated the effectiveness of the
periocular region as a useful biometric trait for the unique sce-
nario of recognizing individuals across gender transformations,
and in future possibly across other medical alterations. The
periocular may be a viable replacement for full face matchers
under the right circumstances.
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